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ABSTRACT. We study a well-known problem concerning a random
variable uniformly distributed between two independent random
variables. A new extension has been introduced for this problem
and fairly large classes of randomly weighted average distributions
are identified by their generalized Stieltjes transforms. In this arti-
cle we employ the Stieltjes transforms for finding the distributions
of the random vector in question.

1. INTRODUCTION AND PRELIMINARIES

Recently [1] introduced the notion of a random variable Z Beta dis-
tributed between two independent random variables X; and X5, which
arose in studying the distribution of products of random 2 x 2 matrices
for stochastic search of global maxima studied by [2]. By letting X,
and X5 to have identical distributions, he derived that: (i) for X; and
Xj on [—1,1], Z is uniform on [—1, 1] if and only if X; and X5 have arc-
sin distribution; and (ii) Z possesses the same distribution as X; and
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X, if and only if X; and X5 are degenerated or have a Cauchy distri-
bution, but [1] extended some results as follows: They let Xy,--- , X,
be independent, and considered for n > 2

Sn(Riy ooy Rpo1) = R X1 + RoXo+ - + Ry1 X1 + Ry X,

where random proportions are R; = Uy — U1 (for any i € {1,...,n—
1}) and R, =1 — Z?;ll R;; Uny, ..., U1y are order statistics from a
uniform distribution on [0, 1], and Uy = 0. The R;’s (1 = 1,...,n)
are sometimes called the spacings; Following this [1] defined fairly
large classes of randomly weighted average (RWA),, distributions by
using new random weights. These are cuts of the interval [0, 1] by
Utkyys s Uty for kg =0 < ky < -+ < kpy <k, =n"in{0,1,...,n*},
where

Ry, = Ugyy = Uy, (5= 1,7+ ,n), Uy = 0, Ugr,py = 1,

and
STL*(Rkl’ ceey Rkn—l) = Z Rijj
j=1
Using the properties of the Beta distribution, [0] solved some differen-

tial equations. Indeed, the given equations may be solved by difficult
methods and very long calculations. Let us recall that a Theorem of
[6] identifies the distribution of (the 1-dimensional) Z from the distri-
butions of X;’s by means of the following differential equation:

(_1>n*—1dn*—l n (_1
S(F. =
(n* — 1)ldzn* — 1 (F2,2) H (m; — )l dzmit

i=1

)mi—l dmi—l

S(Fx,.z) (1.1)

where F; denote the cumulative distribution function of a random
variable Y and S(Fy, z) is Stieljes transform defined by

S(H, 2) = / . ! _H(d), = € C 1 (suppH)". (1.2)

Here, suppH is the support of H; see [6]. Where m; = k; — k;_1, j =
Lon, ky=mn* >0 m;=n"

2. DISCUSSION

In this section, we will complete the discussion(Page 4) in [0]. We
answer the question raised in the last article and we state the next the-
orem like the one there. In this section, next to the emphasized method
[6], The multivariate c-characteristic function (MCF) is introduced.
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Definition 2.1. For random vector v = (Uy,--- ,Uy), its MCF is de-
fined as

g(ty, - tisu,c) = E {(1 —lug — - — itkuk)_c}
where ¢ is a positive real number.

See for more details, [6]. The following is the main theorem of this
section that MCF of the random convex combination with respect to
those of Xy,...,X,,.

Theorem 2.2. For independent and continuous random vectors Xy, ..., X,

and F denote the distribution of Z(= Y., %Xi), the following
i1=1"?

equality holds:

n

g(tb' o 7tk;Z7 C) = HHg(th o 7tk;XjT7Cj>' (21)

j=1r=1

where g(.) is MCF.

3. SOME APPLICATIONS IN SOLVING DIFFERENTIAL EQUATIONS

From the moment generating function, it can be shown that the sum
of the independent random variables are in the form of the product of
the moment generating random variables, but here we can not use this
property because of the presence of the random weights. Our main
theorem shows that using the MCF again creates the same property.

For the notation and proof of the following corollary, we refer the
reader to [0].

Corollary 3.1. : For bounded support, independent and continuous
random variables X1, ..., X,, and F denote the distribution of Z, the
following equality holds:

(_1>n*—1 dn*—l n (_1)mi—1 dmi—l
S(F =
(n* — 1)l dzm—1 (Fz,2) H (m; — 1)1 dzmi—1

=1

S(FXZ.,Z),

where S(F, z) is a Stieltjes transformation.
Application

3.1. In statistics. Some results from the last few decades show that
some researchers are interested in obtaining the distribution of Z, the
random convex combination, and in more detail, it can be seen that
they are still interested in finding the distribution of X; while assum-
ing the distribution of Z is known, for example see [(].



DIFFERENTIAL H.Homei, H. karimzade, and A. Hedayati

By considering our main theorem and equation 2 in [1], one can obtain
the distribution of Z or X;’s by placing MCF and solving a differential
equation, of course if can solve it. This equation can play a fundamen-
tal role in obtaining the distribution of Z provided that an according
differential equation can be solved.

3.2. In mathematics. The main theorem may be useful to solve some
differential equations and some interesting mathematical facts which
may be very difficult to solve.

In this subsection, we change our view of this theorem.

First, we assume equation 2 in [l], then we recognize the solutions of
the equation from the main theorem of [1], so we were able to use the
results of the main theorem to obtain the answer of equation 2 in [1].
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